KONGSBERG

CoN SIS

MIKE assessment

2011 Kongsberg Defence & Aerospace AS

Technical Report

Document ID: 1/1559/1-FCPR10127 Rev B

Authors:
Anne Marie Hegland
Hans-Are Ellingsrud



P Page 2/39
ﬁ CoNSIS - MIKE assessment

KONGSBERG

Summary

Basically, the Multicast Internet Key Exchange MIBes for multicast groups what the Internet Key
Exchange (IKEv2) does for IPsec unicast peeraithienticates new group members and automates the
establishment of a cryptographic symmetric group ke

The report assesses MIKE according to the criteBiegurity, Availability, Bandwidth efficiency,
Robustness. Other criteria such as maturity ofptieeocol and documentation, scope of use, necessary
preconditions for the protocol to work and poweicegncy, are also discussed. The report focuses on
the use of MIKE in tactical ad hoc networks anchiifees a number of possible improvements.

Two modes of operation are specified for MIKE: hetKey Agreement mode all group members
contribute to the group key through multiple Diffiellman iterations. Once the group key has been
established, one node is appointed transaction gean@he transaction manager is responsible for new
inclusions and exclusion of members. The other medlee Key Distribution mode — is a centralized
scheme where a key distribution centre generaslistributes the keys. This resembles the traditio
symmetric key management scheme of pre-placed kegsa central key distribution centre, but
provides a more efficient distribution of new kdyg organizing the keys in a key tree. In addition
MIKE includes a standard public key based three-mayual authentication of new group members.

The assessment indicates that the Join and Leatecpts are vulnerable to replay attacks. A stronge
linking between the messages in the Join prot@eual,better replay protection of the Leave protoisol,
needed for MIKE to prove secure under a formal sgcanalysis.

A major challenge for both modes of operation is ttependency upon reliable multicast. Group
members that loose an update packet are in efkpetlled. Forward Error Correction and timers that
trigger re-join on missed key updates have beeheimgnted to counter this. Periodic repetition & th
latest update, as this report suggests, will alscease the robustness. But none of the measuhes fu
solve the problem. Other proposed enhancementsdi@@llowing keys to overlap in time and change
of group keys only on eject in Key Distribution neod

The Key Agreement mode has been proposed for adet@works, and the Key Distribution mode for
strategic networks. A conclusion of the reportigtithe Key Distribution mode is the more suitadt®

for tactical ad hoc networks. The compulsory kegrade when the group changes, accidental exclusions
by lost update packets and the disruption causethéye-join delay represent a threat to network
availability in Key Agreement in particular.

MIKE consumes no bandwidth in a stable group. thesgroup changes that cause the traffic. Mul-ho
multicasts are very bandwidth consuming. Bandwithh be saved by multicasting only the strictly
necessary keys. Additional suggestions for bandwsdtings include: Skip the LeaveConfirm message,
collapse the TMdistribute and UpdateDistribute rages in Key Agreement mode. The distribution of
certificate revocation information only to the kdigtribution centre in Key Distribution mode is @ls
suggested to save bandwidth.

Another finding is that MIKE cannot easily be usedthe only key management scheme in a tactical
multi-hop ad hoc network. This is a tactical commation nodes will normally not forward traffic
from non-group members, i.e. those nodes that ddanee the group key. Unless a group key has been
pre-distributed, or the key distribution centreansaction manager is within the 1-hop neighbouwthoo
of the joining node, the newcomer will not be ablaffiliate to the network.

The documentation of MIKE is still immature. Thisasva challenge in the assessment. We thank the
inventor, Dr. Aurisch at the Fraunhofer instituties,valuable clarifications.

Our conclusion is that MIKE is not clearly supertora traditional pre-placed symmetric group key
scheme. The major benefit is its ability to inclusev members ad hoc.
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1. Introduction

Much of the communication at the lower tacticaledohs is multicast radio traffic by nature. Positio
data for friendly force tracking must be distribditeo all coalition partners within shooting range.
Friendly forces that move into the area need tlupear group key to start receiving position data.
Other examples are sensor data and alarms. Theataatmy group need a common cryptographic
key to protect their radio communications. Thidscédr an efficient group key management scheme.
The Multicast Internet Key Exchange (MIKE) is orandidate scheme.

Basically MIKE does for multicast groups what theteknet Key Exchange (IKEv2) [11] does for
unicast peers: It provides automated negotiatiorgrofup security parameters such as keys and
cryptographic algorithms for IPsec. But MIKE hast meached the same level of maturity and
standardization. In this paper we study its appliis for the lower tactical echelons and discuss
some possible enhancements.

1.1 Scope

The aim of this assessment is to answer the quetdiavhat extent is MIKE applicable in tactical
mobile ad hoc networks, and to reveal benefits &l ws unsolved challenges and possible
enhancements.

MIKE is often used in combination with an IPseccdiery protocol (IDP) to automate IPsec
multicast. The IDP discovers IPsec peers, and Méstablishes a common group key. However, the
focal point of this report is MIKE. IDP is not sted here.

1.2 Identification

This document describes the work and results floenMIKE assessment provided by Kongsberg
Defence & Aerospace (KDA) under Norwegian natiohalding within the Coalition Network for
Secure Information Sharing (CoNSIS) project and eundcontract between Forsvarets
Forskningsinstitutt (FFI) and KDA [1]. FFI coordies the Norwegian participation in the CoNSIS
project. A number of private subcontractors havenbengaged to provide parts of the work. KDA is
one of the subcontractors.

The target of the MIKE assessment activity is aseasment of the MIKE key management protocol
for use in tactical ad hoc networks. The repoltased on a theoretical study of available liteeaamrd
discussions with the designers of the scheme.

1.3 Reated work

The efficiency of MIKE is analysed in [8] focusimmgn message sizes and delay. The article presents
categories of requirements with resemblance t@taduation criteria used in our assessment, byt the
only to some extent overlap. Reference [8] discussurity (forward and backward secrecy and
access control), efficiency (scalability and muétipequests), dependability (fault tolerance armlisd

key update) and other criteria such as performanmder EMCON and real-time characteristics. This
assessment puts stronger emphasis on tactical @adhdtavorks and evaluates MIKE according to
additional criteria. Some requirements in [8], sashbackward secrecy, are considered less important
in our scenario. The work brings in additional pexgives to those presented in the analysis inn8].
addition, a number of improvements are suggested.

2011 Kongsberg Defence & Aerospace AS Technical Report
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1.4 Abbreviationsand definitions

AES

AH
AHA
CA
CRL
Col
CoNSIS
DH

DoS
EMCON
FFI

ID

IDP
IEEE
IKE
IKEv2

UHF
VHF

Advanced Encryption Standard
Authentication Header
All-Hear-All (1-hop network)
Certificate Authority
Certificate Revocation List
Communities Of Interest
Coalition Networks for Secure InformatioraShg
Diffie-Hellman
Denial of Service
Emission Control
Forsvarets Forskningsinstitutt
IDentity
IPsec Discovery Protocol
Institute of Electrical and Electronic Engiree
Internet Key Exchange
Internet Key Exchange version 2
Internet Protocol
IP Security Protocol
Initialisation Vector
Kongsberg Defence & Aerospace
Key Distribution Centre
Media Access Control
Mobile Ad-hock Network
Multicast Internet Key Exchange
Memorandum of Understanding
Multi-point Relay
Optimized Link State Routing protocol
Open Shortest Path First
Public Key Infrastructure
Pre-Placed Key
Security Association
Transaction Manager
Ultra High Frequency
Very High Frequency
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1.5 Document overview

We start with an introduction to MIKE. Then our sago is described. Then the assessment criteria
and MIKE assessment are presented. Finally ougesimpns for improvements and concluding
remarks are included.

1.6 Referencesand related documents

[1] Technical Arrangement - TA Number 2009.01 betw&&ih and KDA Concerning KDA
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RFC 3626, 2003.
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Establishment Scalability,” FKIE, unpublished magrit.
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2. Introduction to MIKE

MIKE exploits key trees for efficient management kdys. MIKE can operate in either Key
Agreement or Key Distribution mode of operation.eTimain difference between the two modes of
operation is the way that auxiliary keys are geteeraln the Key Distribution mode of operation, a
Key Distribution Centre (KDC) is responsible foetmanagement of the key tree and the generation
and distribution of keys in the tree. In the Keyrégment mode, all users contribute in the generatio
of the group key and all must have a common vievthef key tree. Reference [7] suggests Key
Agreement mode of operation for tactical use ang Bistribution mode for strategic networks. Both
modes of operation demand a Public Key InfrastmactBKI).

21 Keytrees

In Key Distribution mode the key tree is a logiaanstruct known only by the KDC. In Key
Agreement mode of operation, the users maintaomanmwn perception of the key tree.

The following gives a brief overview of the usekely trees with focus on the Key Distribution mode.

Efficient key distribution is a main benefit of kées. Instead of encrypting the new group ke wit
the individual keys of all N group members it iemted with auxiliary keys shared by subsets ef th
users.

The key tree consists of two types of nodes: kedesaepresenting keys and user leaves representing
users. Figure 1 illustrates the concept. A usgik{dws only the keys on the direct path from bif|

to the root node (highlighted). The root node s ¢ginoup key. User leaves contain unique individual
keys. The other nodes contain auxiliary keys.

Figure 1 illustrates that all users/group membéi&-8) possess the group keyi,ksezs The
auxiliary (subgroup) key Kasis common to N1- N4, and;Kis common to N1 and N2.,k- Kgrefer

to the individual users’ keys. Assuming user N&ide revoked; all group and auxiliary keys known
to N8 (Kizs4s678 Ksezg@nd Krg) must be updated. N7 shares all auxiliary key$1\W8. N7 therefore
receives all updated keys encrypted with its irdiial key. The new group key and auxiliary key can
be distributed to N5 and N6 encrypted with theimomon auxiliary key; Ks. To N1-N4, the group
manager sends the new group keyslge; encrypted with auxiliary key Kz, Thus, bandwidth and
computational cost is saved compared to traditidisdtibution where the new group key is encrypted
with the individual keys of each remaining groupnnizer.

Group Key

K 12345678

Individual Keys ‘ K1" ‘\Kz ‘ ‘ Ky ‘ K, ‘ ‘ Ks ‘

Users N1 N2 N3 N4 N5 N6 N7

Figure 1 Key tree
The key tree can be binary, as shown in the figur&;ary, and be balanced or unbalanced.

2011 Kongsberg Defence & Aerospace AS Technical Report
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2.2 Key Distribution mode of operation

This mode requires a central KDC. The KDC itselhggmally not a group member. The users have
no knowledge about the key tree. The KDC usesrdgetb organize the keys. The users receive the
common group key and their needed auxiliary kegsfthe KDC.

The authenticity of the messages in the protocolkéen the users and the KDC is assured through
digital signatures. The KDC signs the distributioressage with its private key. A necessary
precondition is that all members have an authemticaersion of the KDC's public key, or the
certificate must be included in the distribution ss&ge. In either case some pre-configuration is
necessary: the public key of the KDC or the roetifteate must be distributed in advance. The basic
operations are user Join and user Leave.

MIKE resembles the well known approach of symmatrikey distribution using pre-placed keys
(PPK) and a Key Distribution Centre (KDC) with ttiéference that MIKE offers better efficiency due
to the use of the key tree construct and expla@ysnanetrical methods for authentication of new users
and integrity protection of the protocol.

2.2.1 Key Distribution mode, Join protocol

Figure 2 outlines the Key Distribution MIKE Joingbocol. It consists of five steps. New users rezeiv
the group key from the KDC after completing an aunticated Diffie-Hellman key agreement during a
standard three-way mutual authentication proceduifteen the KDC sends the group key and
necessary auxiliary keys to the newcomer in stdp gtep 5 the group key is updated and multiaast t
all the group members. A necessary prerequisiatic identification numbers for each user, e.g.
their global IPv6 addresses.

Step 1: The user initiates the protocol by unicast signed “JoinRequest” message to the KDC.
The join request message includes information abmituser identity, the group security
association for which the group key is need, afarmation about cryptographic algorithms
supported. The latter two are called SA in therigd'he signed JoinRequest message also
includes the user’s public Diffie-Hellman value andonce for replay detection.

Step 2: The KDC returns its own public Diffie-Helimvalue in a signed “JoinDistribute” message.
The message also includes the identity of the KM@ a new nonce, plus information
received from the user in the join message. Thathis nonce, the users’ public Diffie-
Hellman value and SA information.

Step 3: The Diffie-Hellman based shared secrethas/now been established between the joining
user and the KDC. The user completes the threemngyally authenticated Diffie-Hellman
key agreement by returning a unicast “JoinConfirnéssage. It consists of a signature
calculated over the nonce issued by the user amddhce received from the KDC and his
public Diffie-Hellman value plus the group securtysociation and supported cryptographic
algorithms.

Step 4: The KDC unicast the group key and necessajiary keys to the joining user through the
“Distribute” message. The information is encrypteith the shared secret from step 3, and
the message is signed with the aid of the private &€ the KDC. The group key can be a
new one or the current one — depending on the goolipy.

Step 5: If the group policy demands backward sgcrde last step is key update. The KDC then
renews the group key and relevant auxiliary kewsl, multicasts it to all group members in
the “UpdateDistribute” message. The updated kegsesmcrypted with the auxiliary keys

2011 Kongsberg Defence & Aerospace AS Technical Report
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where possible, and encrypted with individual Ussys to those nodes close to the new user
in the key tree. The signed UpdateDistribute ngesdacludes the identity of the KDC,

group security association and cryptographic algoriinformation and sequence number —
all encrypted with the group key, and the new layd and the signature of the complete

message.
USERn KDC Group
Unicast M,
) Join distribute Three way
Unicast l«———— (~ handshake-
) Join Confirm mutual L
Unicast =—————/— authentication
i Distribute Auxiliary keys
Unicast «————  and group key
; to new node
Distribl.(new UpdateDistribute
roup ke \
9 p ey Multicast
Step Message
1 Join Request M1,0{M1] o, M1={D,., SA n, DH, }
2 Join Distribute | M2,0{M2, N domoe M2={IDxpc, SA,  Nikoe, DHkpc}
3 Join Confirm ofM3} ., M3={ID,.  SA, Ny, Nkoc: DHkpc}
4 Distribute EM4)y, oM v Ma={IDpc, SA, Seq, KT'}

5 UpdateDistribute  EQMS)y,,,.. KT". 6fM5, KT hopp.  M5={IDioc, SA, Seq+1 }

Notation:
n =usern priv, = Private key of usern
IDx = identity of node x privepe = Private key of KDC
Seq = Sequence number DH, = Public Diffie-Hellman value of user n : g “smod p
SA = security association information  pH, . = Public Diffie-Hellman value of KDC: g *mod p
n =nonce Kpn = shared secret Diffie-Hellman key g **mod p

o{x = Message x signed with I_(ey k Kgoup = (0ld) group key
E(x) = Message x encrypted with key k. KT°" = Group key and auxiliary keys needed by new usern
KT” = New group key and news auxiliary keys needed by group

Figure 2 Outline of MIKE Join protocol for Key Distribution mode of operation

2.2.2 Key Distribution mode, L eave protocol

Figure 3 outlines the Leave protocol. The exitisgrinitiates a leave by unicasting a leave request
the KDC. The KDC confirms the leave request andticagts new keys to the remaining members of
the group. That is, the KDC can choose to rekeyeuliately, or postpone the update until more leave
requests have been received. Such batched membeshiations can optimize the distribution when
bursts of requests can be expected.

2011 Kongsberg Defence & Aerospace AS Technical Report
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The KDC can also eject a node independently ofdeaquests. This is done by distributing a new
group key and new auxiliary keys on the path frdme user to be ejected to the root in an
UpdateDistribute message.

USER n KDC Group

Unicast |Leave request

) Leave confirm
Unicast | ¢——

Multicast | UpdateDistribute
I

Figure 3 Outline of MIKE L eave protocol for Key Distribution mode of operation

Whereas the parameters of the Key Distribution méaia@ protocol are specified in [6], there are
fewer details on Leave in available literature. Wssume that the UpdateDistribute message of the
Leave protocol is identical to the UpdateDistribotessage of the Join protocol showrfigure 2

2.3 Key Agreement Mode of operation

In this mode all users participate in the genematid the group key. Differently from the Key
Distribution Mode of operation, all users must knamd agree on the key tree. The key tree is built
through iterative Diffie-Hellman key agreements.etssN1 and N2 establish a common secret key
K 1= g®mod pwherea andb are secrets known only by N1 and N2, respectivefe generatog and

the prime modulup are known in advance. In the same way users N3\&ndstablish a common
secret key, K= g®mod p. Theblinded version of this keyg“s, mod p,is exchanged with users N1
and N2 and vice versa. N1 and N2 as well as N3\#hdan then calculate the next key on the path to
the root, Ko+~ gK12K34 mod p.But N1 and N2 can not reveakKlikewise N3 and N4 cannot reveal
K12 Through these iterative Diffie-Hellman exchangdbmembers learn the group key and key tree,
but no party get to know all keys in the tree.

One node is appointed as Transaction Manager (TMge TM is responsible for processing
subsequent Join and Leave requests.

Figure 4 shows the join and leave protocols forNHKE Key Agreement mode of operation after the
initial group key establishment. To Join, the nesgrusends its public Diffie-Hellman value to the TM
in a tree-way mutual authentication procedure idahto the one used between the user and the KDC
in the Key Distribution mode. The newcomer does kraiw who the current TM is, but posts the
JoinRequest to a predefined multicast address. thelyfM answers this request. After the three-way
handshake, the new node is included in the tregeffen TM transfers the TM role to the newcomer in
the “TMDistribute message”. In same message, it adglistributes the key tree with all unaltered
blind keys. The new TM calculates the tree pattubing Diffie-Hellman multiple times. Then the
new TM multicast the new blind keys on the pathrfridself to the root in the “UpdateDistribute”
message. Every user can now calculate the group key

Note that various articles on MIKE present slighdijferent protocols for key agreement. Some
include an extra Distribute message before TMuste or a TM confirmation message after it.
Figure 4 is based on the description in [14]. Ftdional information on the variants see APPENDIX
D.
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A Leave is initiated by the exiting user. The usends a Leave request to the TM. The TM confirms
the Leave and removes the user from the key tteglsd sends an UpdateDistribute message that
enables the remaining users to calculate the neupdtey.

The TM has the power to eject nodes without Leagaest. If the TM leaves, it must transfer the TM
role to one of the remaining group-members befoegits.

USERn ™ Group USERn ™ Group
Join Request o LeaveRequest
3- way [———————— & Multicast -
handshake — ‘M_— Unicast ‘_M—— Unicast
mutual
authentication JoinConfirm
T Unicast Multicast |UpdateDjstribute
P
Appoint | ran Distribute Multicast
new TM e e e
New TM
Distribute new | UpdateDistibute LEAVE
group key Multicast
JOIN

Figure 4 Join and Leave protocolsin MIKE Key Agreement mode of operation

Missing an UpdateDistribute message has the safieeteds being ejected. On Joins, all group
members therefore start a timer when a JoinRequelsicast is heard. If the UpdateDistribute has not
been received within the expected time frame, tloeim member assumes it has lost the new group
key and initiates a hew JoinRequest. To what extent. eaveRequest is also sent as a multicast that
enables the members to start their timer, or uhi@esillustrated in the figure) is not clearlytsthin

the specifications. The description in [14] is mpreted as a unicast.

The procedure “AgreeOnTM” is initiated in case T is lost and a new TM must be elected. The
AgreeOnTM is based on SecureRing communication. R2$t the users flood presence information.
All users send a Join message. After some Joinagessll users get a common view of the available
members. Then they send Commit messages whichetrigpg election of a new TM. A token is
circled, and the TM is uniquely defined during tpeocess. A more detailed explanation of
AgreeOnTM was not found.

2.4 Changing the mode of operation

According to [8] MIKE can dynamically change fronek Agreement to Key Distribution mode in
order to adapt to the environment when efficien@mbfems due to increasing group size or decreased
transmission capacity occur.

In Key Agreement mode, no member — including the Tkhows all keys in the key tree. A major
difference between the TM and the KDC role is thatKDC knows all keys in the key tree.

As the KDC learns all keys, it cannot normally lzetf the key tree. Consequently, when going from
Key Agreement mode to Key Distribution mode a newite must take over as KDC, or the group
member that takes over as KDC must be expelled fhengroup.
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The system specification in [14] states that ther disat takes the role as KDC expels itself froen th
key tree and establishes a new key tree using tespp&H iterations. It is not explained exactly how
the parties agree on the change of operation amd the KDC should be elected. The current
implementation requires manual configuration.

The KDC needs to establish pair-wise unique keyb each member of the group. This necessitates a
Diffie-Hellman key agreement with each of the gron@mbers. Then the necessary auxiliary keys can
be distributed.

The KDC should establish the key tree as a logitsttact and distribute the necessary auxiliary
symmetric keys to the users. The users need nat khe key tree. However, [14] assumes that the
KDC continue to use the iterated DH key tree ashm key agreement mode. That is, the KDC
distributes blind keys that enable the group mesbercalculate the auxiliary keys (resembling a TM
that continues to act as a TM after it has leftgrmup). This demands that the users continue davkn
at least of “their” part of the key tree: they mbetaware of the path to the root.

The change from Key Distribution to Key Agreemermda is only briefly outlined in the literature.
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3. Our scenario: mobile ad hoc network for the lower tactical echelons

Figure 5 illustrates our scenario. We assume ai#mafi mobile ad hoc network (MANET) for the
lower tactical echelons. The network consists ofefugeneous VHF or UHF wireless tactical
communication nodes. The noHese at the same time both routers and end-h&ime are vehicle
mounted. Others are battery powered and carriedidsgounted soldiers. The nodes differ in level of
mobility as well as in power resources and transimmsrange. Some of the nodes may also need to
enter radio silence (EMCON mode) for a shorter awger period. There may or may not be a
connection to deployable infrastructure. The fasusn the MANET.

Communication is protected by a group key. New mambf the network must have the proper group
key in order to communicate. The group key canreepiaced. But there is also a need for including
new members ad hoc. One example is when coalitiwm@rs come within shooting range. Then they
should start receiving position data for friendbyde tracking. The number of nodes in the wireless
network is typically from 10 to 50.

‘ Deployable and fixed infrastructure

Figure 5 Scenario: Wireless communication at theefatactical echelons

! The term “node” here refers to a wireless communication node in the tactical ad hoc network, and will be used interchangeably
with the terms “user” and “group member”. Note the distinction from nodes in the key tree. There are more nodes than users
in the key tree. The context will show whether we refer to a node=user in the wireless tactical network or a node/user in the
key tree
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4. Assessment criteria

4.1 Security

Secure Protocol: The protocol itself must be secure. It must withdtattacks on the protocol
messages and the order of messages. It must hdtgat under analyse using a formal verification
method. The protocol should also be robust to ersithat do not behave according to the protocol.

Proper cryptographic primitives are a necessarggmaition. But as the cryptographic primitives can
easily be replaced by others with the proper strergmphasis is put on the protocol rather than the
primitives in the sequel.

Forward secrecy: Forward secrecy is important in the sense that ustnbe possible to expel
compromised nodes and leave them incapable ofitganew keys through their knowledge of earlier
keys. Backward secrecy when new members join ssitaportant. Hiding earlier information from a
friendly, authorized user when he joins the netwisnkarely needed. Besides, much of the information
exchanged at the lower tactical levels has onlytdhed value.

4.2 Availability

Whereas availability is reckoned an integral parsexurity, it is so important in the tactical saen
that it is here treated separately.

Add new members dynamically: Pre-configuration is to a large extent possibletha tactical
scenario, but it must also be possible to add nenvece and friendly forces ad hoc.

Seamless addition of new member and key changes: It must be possible to add new group members
and change keys without the users experiencingugtisn. It should be possible to include new

members without having to change the group key.eddfat are prevented from taking actively part
in transmissions due to radio silence must notdstuded due to a group key change.

Delay: Group membership changes and key updates mustlemp a timely manner. The delay
must not be longer than that the previous key chamglate completes before the next one starts.

4.3 Bandwidth efficiency

A natural concern in a wireless environment isa¢hannel occupation. The protocol must scale to the
expected group size. As a rule of thumb, managetnaffic should not occupy more than 10% of the

available bandwidth. Being only a fraction of tharmagement traffic, MIKE should not use more than

1-2% of the available bandwidth.
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4.4 Robustness

Robust to link losses: Varying connectivity and temporary outages can xygeeted. The protocol
must be robust to spurious link losses. It mustisarDenial of Service (DoS) and replay attacks
without disrupting the communication.

No single point of failure: The network must be operable even if it is partigid or specific nodes are
temporarily unreachable.

45 Other

Other assessment criteria include parameters ssiohaturity of the protocol and documentation,
intended (and possiblegope of use, necessaryreconditions for the protocol to work angower
efficiency.
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5. MIKE Assessment

Table 1 summarizes the assessment of MIKE desciibdéde next sections. The table indicates to
what extent we found that the specific requireneflfilled.

The most obvious alternative of MIKE is the wellokin approach of pre-placed keys (PPK). That is,
pair-wise symmetrical keys for protection of thenrounication between each member and the KDC,
as well as a common group key. (The initial prezpthgroup key is used until the first member is
expelled.). The PPK w/KDC is included in the riglashcolumn of the table for comparison.

Table 1 Result of the Assessment

Criteria Key Distribution Key Agreement PPK w/KDC
Secure Protocol Partially Partially
Forward Secrecy

Add members dynamically

Seamless key change

Seamless add new member Partially

BW efficient Partially Partially

Robust to link loss Partially
No single point of failure

Power efficient

Mature
Small to large
network S mETI Small to large network
Scope of Use Separation of COI Saperzien of coy Separation of COI
Unsuitable as initial Unswtall)(le el OK as initial key
ke ey
y
Trust relation exists Trust relation exists
Preconditions PKI PKI Pre-distribution
Running network Running network
service service
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51 Security

Secure protocol: The formal security analysis of MIKE using a fainverification tool such as
AVISPA or similar, is outside the scope and tinmaitiof this assessment, but some considerations
are:

Link the three-way handshake to the rest of the podtocol: A nonce or sequence number that links
the first three steps of the protocol to the fowtiould be added. The Seq in step 4 in Figuser@es

as a freshness “anchor” that later receptions eacompared to. The sequence number (Seq) in steps
4 and 5 enables the user to determine the fresluigsgessages from the KDC. However, from the
description in [6] it is not obvious how the joigiruser can verify the freshness of the message
received in step 4. That is, the message is erentypith the unique key established in steps 1-8, an
the user knows what plaintext some of the fieldsuth contain. But without a nonce or sequence
number that links the first three steps with therfio step, we suspect that the MIKE join protocalym

fail to prove secure under a formal verificatiomisTapplies both for the Key Distribution and theyK
Agreement modes of operation.

Leave's replay vulnerabilityThe Leave request message is prone to replaykattate KDC/TM
cannot easily determine the freshness of a Leageé¢dt.

Vulnerability against insiders/ DoS attacksrom the available documentation it is not evidenwhat
extent MIKE protects against insiders that by aectidor deliberately do not behave according to
protocol. Apparently, Key Agreement is more vulieato such behaviour than the Key Distribution
mode. One or more nodes that repeatedly try to goid rejoin may impose a constantly changing
key. The change of TM when a new member joins @lakes it easier for the illicit node to take over
control. We assume that the protocol prevents plaltiodes from posing at TM at the same time as
the others expect the previous one to appoint ¢ae n

Altogether we find that the requirements for a seqrotocol are only partially fulfilled, as illusted
in Table 1.

The MIKE documentation provides few details on ttrgptographic primitives and key lengths.
Apparently X.509 certificates (or similar) are usadd the shared secret established with the TM or
KDC is used as a group key for some symmetric élgor

Forward secrecy: MIKE enables both forward and backward secrégyKey Distribution mode of
operation the KDC decides whether the keys aretaddar not on a change in the group. This is
beneficial. In the wireless environment it is h&wdyuarantee that all nodes receive the new key in
timely manner. Unnecessary key changes should bigle They cost bandwidth and represent a
threat to availability - valid members that misskd key update have to re-join in order to continue
their communication.

In Key Agreement mode both forward and backwardesgccome intrinsically — it is not possible to
include or exclude a node without changing the grkety. Basically, bandwidth and availability is
traded for backward secrecy. This is undesirabtheantactical scenario. The Key Agreement mode of
operation should be used with great caution in swattvorks. Key Distribution mode of operation is
generally considered a better option where possMIKE meets the forward secrecy requirement as
shown in Table 1.
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5.2 Availability

Dynamically addition of new members: Both modes of operation enable dynamic inclusibnew
group members, but only if they already have aaldished trust relationship. The new member and
the TM/KDC must present a certificate that the ofteaty accepts. The certificates must be signed by
a certificate authority that the other party knamsl trusts.

Seamless key changes and seamless addition of new members: The Key Distribution mode of
operation enables joins without rekeying. The Keyreéement mode does not. Both protocols are
vulnerable to packet losses. Nodes in radio s¢hat miss the transmission are cut off until they

the radio silence mode and again are able to re-joi

On this background we find that MIKE allows dynaraitdition of new members, but does fully meet
the requirements for seamless key — and group elsaag pointed out in Table 1.

Delay: Delays from the initiation of a Join or Leave agi@m until all nodes have received the new
group key include processing delays due to crypyuigic operations as well as transmission delays.
The total end-to-end delays are studied in [6],d8¢ [13]. The repeated DH operations in the Key
Agreement mode make it significantly more resouwrcasuming than Key Distribution mode with
increasing number of group members (users/leaf 3)odEhe auxiliary keys used in the Key
Distribution mode are also shorter than DH valugsnsequently the Key Agreement mode gives
longer delays than the Key Distribution mode.

The join delay is very important as MIKE requiresets that missed a key update must re-join to
continue their communication. Long disruptions amet acceptable. In VHF networks, the
transmission delay represents a larger fractiotheftotal delay than in UHF networks. In UHF
networks the processing delay is more importane ptocessing delays can be reduced by adding
more processing power. Little can be done to rethie¢ransmission delays accordingly.

5.3 Bandwidth efficiency

Once the group key has been established, MIKE ¢oesdittle or no bandwidth. It is the group
changes caused by Joins and Leaves that conttibtlie bandwidth consumption. In our scenario, we
expect that the number of group changes duringpanation will be limited. But it is hard to decide
the frequency of Joins and Leaves. We here takiemeht approach: we estimate how often a Join or
Leave operation can take place without exhaustiegchannel. That is, we calculate the time the
channel is occupied by a Join operation, i.e. ftbexnew node sends its Join request message to the
end of the UpdateDistribute message.

Differently from [6], [8] and [13] that provide aallations and simulation results for MIKE focusing
on total delay including processing delay, the foisuthe transmission delay — or rather — the time
channel is occupied by transmissions of MIKE protomessages. We also include the effect of
overhead added by the lower layers of the protetamk and certificate distribution. Furthermore, we
study the consequence of multi-hop communication.

The channel occupation is calculated for differmnmnbers of nodes in the network, considering both a
1Mbps UHF and 20kbps VHF network. The calculatiensounter both a 1-hop all-hear-all network
and multi-hop networks. And we compare the Key filistion and Key Agreement modes of
operation. The resulting channel occupation refershe bandwidth consumed within the 1-hop
neighbourhood of the transmitting node. (This ioptimistic scenario.)
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The calculations assume MIKE messages are encégduta UDP over IPv6. IEEEB02.11b is the
MAC protocol used for UHF calculations. For VHRpwoprietary MAC protocol has been used. The
IEEE 802.11b adds a delay of 3&82per MAC frame [15], whereas the proprietary VHBtpcol is
assumed to add a delay of 125ms per MAC frame skoplicity, the UHF calculations assume that
all messages — not only multicast messages — atensth the IEEE802.11b broadcast data rate of
1Mbps. To reduce the bit error rate at the IP-lagean acceptable level a Forward Error Control
(FEC) system is assumed at the link layer. This BE@S 20% overhead to all MIKE messages.

The assumed message formats used in the calcwatiendescribed in APPENDIX A. Constants are
documented in APPENDIX C. The calculations assumereor free channel at the IP layer due to the
FEC and no collisions.

The estimates for multi-hop networks assume thdticast messages are forwarded by multi-point
relay nodes (MPRs) that have been appointed byutingp protocol such as OLSR [3] or other

protocol. MPR nodes are chosen so that when thegesrforward the traffic, 2-hop neighbours of the
transmitting node is covered. More details on MRRs provided in [3]. The numbers of MPRs for

various network sizes used in our estimates iscbarethe network topology and simulations results
in [16].

The multi-hop calculations are based on the assampbhat the KDC/TM is located within 1-hop
range of the joining node. That is, unicasts toKIEC/TM need not be re-transmitted (forwarded).
Multicast messages, on the other hand, are forwdrgehe MPRs.

Figure 6 shows the results. Figure 6a) compares WH¥HF 1-hop networks including both Key
Distribution and Key Agreement modes of operatibime figure demonstrates that a Join operation in
Key Agreement occupies the channel significanthgkr than a Join in Key Distribution mode.

Figure 6b) highlights the effect multi-hop netwarkse figure includes both Key Distribution and
Key Agreement modes of operation with 16 to 48 saaethis is what we have multi-hop simulation
data for. The transmission times of a Join openatioreases significantly when going from a UHF 1-
hop to a multi-hop networks. It also shows thatom Jn Key Distribution mode in a multi-hop
network demands approximately the same amount dveidth as a Key Agreement Join in a 1-hop
network.

The simulation in [6] indicates that Key Distribai mode of operation performs well in networks
with the characteristics of Ethernet and ISDN, liag problems in lower bandwidth networks such as
VHF. Our calculations support this. The time tharamel is occupied is significantly longer in VHF
networks. The figures also show that Key agreemiantUHF multi-hop networks introduces
transmission delays (and thus re-join delays fatesahat were ejected by accident due to packs} los
in an order of magnitude that can cause unaccegpiatd disruption of the communication.
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a) Channel occupation for MIKE Join 1 -hop network
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Figure 6 MIKE Join Transmission times under the assumption of no other traffic

5.4 Robustness

MIKE demands reliable multicast. This is hard thiage. A single packet loss can cause unintended
ejection of group members. Key Agreement canndudenew users without changing the key. Key

Distribution can be made more robust by allowingugr changes without key changes. The timers,
acknowledged unicasts and forward error correcti@mthanisms that have been included in MIKE

only to some extent remedy the problems causeabiegp losses and bit errors.

Protection against link losses:

Timeouts:If the expected response message is not heardnwiitiei timeout interval after a join
request, the node tries to re-join. Whereas thishaaism may be acceptable in those cases where a
single node suffered from temporary loss of netwemknectivity, it also has the potential to trigger
multicast storm. If the JoinRequest was heard, thet TM suffered from network connectivity
problems, a major part of the nodes in the netwaal try to re-join at the same time. This can lead
congestion and cause additional problems.

Furthermore, whereas JoinRequest are multicastagessand hence enable the group members to
start their timers waiting for the UpdateDistributaeeaveRequests are unicast. LeaveRequests also
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lead to key changes. But the group members camhatlate when to expect such an UpdateDistribute
message as the LeaveRequests are not heard by titherthe nodes on the route between the leaving
node and the KDC/TM.

FEC: The correct delivery of multicast messages such@$&/pdate/UpdateDistribute messages is not
guaranteed. The FECs increase the probability afessful reception at the IP layer despite bitrerro
at the physical layer for radios close to the r&oepthreshold. The drawbacks are that FEC adds
overhead, and it does not help if the packet cadlidr was lost due hidden or exposed node problems.
Nodes in radio silence must wait until they existimode before they can re-join.

TM vulnerability: The Key Agreement approach of appointing the j@nhode as the next TM
represents a threat to availability and robustnistvours communication nodes with the lowest
network connectivity as TMs. Communication nodeshatedges of the radio net are more prone to
lost packets than the well connected nodes. Comesglgthe probability is higher that they needéde r
join and thus become TM.

Furthermore, the TM must perform two cryptograpbperations for each node on the root path. It is
better that this is done by more powerful vehiaeeas rather than resource constrained solider nodes
In addition vehicle mounted nodes usually have éigbutput power and thus a longer transmission
range. Another problem is that newcomers are miste likely to exit the network again shoftly
The node that has been TM for a long period witl@ably remain in the network, and should continue
to act as TM.

Transferral of the TM role to the latest joining r@-joining node is not an appropriate approach in
tactical ad hoc networks.

55 Other
Maturity - documentation:

MIKE is documented through a number of publicati¢@§7][8][10][13][14]. The protocols vary
slightly from publication to publication. See APREIX D for further details. The assessment
assumes that the latest [14] applies. At least iomdementation of MIKE exists. None of the
publications include enough details to implememhpatible versions.

Contradicting specifications needs to be resolvidte description in [14] indicates that the users
calculate the tree also in the Key Distribution modhis is unnecessary when the tree is a logic
construct only needed by the KDC. However, theausaust be able to distinguish between auxiliary
keys and the group key. Auxiliary keys are onlyduse the communication with the KDC. The group
key shall be used for encryption and decryptionusér data between the nodes in the wireless
network. A key reference with some indication oy kgpe is needed.

Applicability - scope of use:

MIKE astheinitial key management scheme: MIKE requires an already running network service or
a one-hop network. A newcomer will otherwise notabée to communicate with the KDC or the TM.
The nodes in the tactical ad hoc network are aséme time both routers and end hosts. The nodes

% Thanks to Pierre Simon at cogisys for pointing this out
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should not forward traffic from unauthenticated esdand new nodes are not included unless the link
has been authenticated. Tactical ad hoc netwggisally rely on link-encryption for the protection

of the wireless links. IPsec could be used inst&d.a pre-shared key scheme will in either case

likely be needed in addition to MIKE in order toofect the wireless link and to provide a secure

“bootstrap” of the network service.

If we could assume that any joining node will alwdye within direct transmission range of the
KDC/TM, MIKE could be used to establish this bagioup key used to protect the wireless links. But
this assumption does not apply to multi-hop netwarkgeneral. Consequently, MIKE cannot easily
be used as the only key management scheme indaetichoc networks. It is more suitable for
establishing group keys for separation of commesibf interest (COIl)/secure multicast groups “on
top of” the already protected links.

Mode of operation in tactical ad hoc networks: Whereas [7] suggest Key Agreement mode of
operation for tactical use and Key Distribution fetrategic networks, we believe that the Key
Distribution mode will perform better also for tmeall use. Both modes of operation depend on the
availability of a central entity — the KDC or theMT The Key Agreement mode demands more
bandwidth. It is not possible to include a new nedthout re-keying. All nodes must maintain a

common view of the key tree, and the operation$ siecagreeing on a new TM demands multiple
rounds of transmissions from the members.

Key Agreement can be used as a fall back in theatsitn where the army group is isolated from
deployable and fixed infrastructure or access @addBC for other reasons is not possible.

Preconditions:;

PKI: The security of MIKE rests on the public keys exafjed in the three way handshake. MIKE
demands a Public Key Infrastructure and a pre-shiamet certificate. Alternatively the public keyk o
the participants can be pre-distributed. In thgg Kgreement mode, all members need to know the
public keys of the others. In Key Distribution modtesuffices that any joining member knows the
public key of the KDC. The KDC needs to know thélpukey of any user that may join the group.

A running network service is a necessary precondition for joining users’ camitation with the
KDC/TM.

Power efficiency: The change of TM in the Key Agreement mode forrgyein means that every
newcomer must be prepared to take this role inddgogly of whether this is a battery powered soldier
node or less resource constrained vehicle mounteé.rThis is both undesirable and unnecessary.
Only well connected and the least resource comstianodes should be given this role.

56 A noteon MIKE compared to a pre-placed key
Table 1 compares MIKE with a traditional pre-plaed (PPK) scheme.

Security: The PPK scheme is secure under the assumptioththgtoup key and pair-wise symmetric
keys were transferred over a secure channel —lpppshstributed manually with a courier.

Forward secrecy: is obtained by distributing a new group key entegpwith the pair-wise unique
keys.

Dynamic addition of new members: It is not easy to add new members dynamicallyhaskey must
be pre-distributed.
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Seamless key changes: Once the group key and pair-wise keys are preHoliged, it is possible to
change the keys while retaining the previous omg¢is all has received the new.

Seamless additions of new members: It is possible to distribute the group key to avmeode without
demanding that the others change their key(s).

Bandwidth efficiency: Pair-wise symmetric keys are not known to scalkk wieen the group becomes
large. Though, the symmetric keys are small comptreertificates and signatures. For the expected
group size in of our scenario, PPK is assumed|fib thue bandwidth efficiency requirement partially

Robust to link losses: The PPK scheme can be made robust to link-losgesgeating the latest key
update periodically or by the use of positive acideclgements.

No single point of failure: A PPK scheme with a central entity (KDC), does matet this
requirement.

Power efficiency: Schemes that rely solely on symmetric cryptogragimierations are less resource
consuming than public key schemes.

Maturity: PPK is a mature and well tested scheme.

Scope of use: A pre-placed key is well suited as the initial kdjore keys can be used in order to
separate communities of interest.

Altogether, the traditional PPK w/KDC scheme fudfiinost of the requirements, but lacks MIKE's
possibility of including new members dynamicallyn &ddition, it does not include MIKE Key
Agreement’s robustness against single points bfrfai
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6. Proposed optimizationsof MIKE

6.1 New optimizationsof MIKE

Table 2 summarizes optimizations that were idesttifduring the assessment and outlines their
implications. As shown in the table, some relatbédth modes of operation, others to only one of the
operation modes. The “+” sign indicate what asp#wtssuggestion improves. A “-” indicate that the
suggestion has a negative consequence on thigamite

Table 2 Outline of possible optimizations of MIKE and their impact

General

+

+
—+

+ + +
+

+ + +

+

6.1.1 Enhancereplay protection

We suggest that the KDC and TM uses sequence namimdead of an arbitrary nonce in the three-
way handshake, and in addition includes the upds¢eglence number in steps 4 and 5 of the Join
protocol. This links the three-way handshake torttxet messages of the Join protocol. The sequence
number enables each group member to detect whathessage from the KDC/TM is fresh or not.
The group members always keep a copy of the nesexgience number received in the latest
multicast. In Key Agreement mode, when a new named over the TM role, it continues to
increment the sequence number last received frenptévious TM. (The joining node can continue
to use random nonces or its own sequence number.)
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In order to reduce the vulnerability to replay el we also suggest that a timestamp is included i
the LeaveRequest message or that the Leave isgigtiied trough a three-way handshake.

6.1.2 Retransmit last Key

Nodes who discovers they have lost the group keystme-join. Robustness may be improved by
periodically repeating the last UpdateDistributessage. As long as only one node missed the
UpdateDistribute a re-join may be the more efficigpproach. But in the case that more nodes missed
it, repeating it can improve robustness. The rétih@® repetitions must be weighed against the added
bandwidth cost. Repetitions will likely be most ionfant just after the key change. After each
repetition, more nodes will probably have receitleglupdate.

The repeated transmissions consume extra bandviddtithe method also reduces the probability of
frequent re-joins. This pulls in the other direntisthen calculating the resulting total bandwidth
consumption.

We have calculated the channel occupation causedepgating the UpdateDistribute messages
periodically at different intervals with varying miers of nodes in the network, assuming that the
FEC is able to correct all errors at the IP layet ao collisions.

Figure 7 shows the average channel occupation iftereht types of radio nets under varying
conditions. Figure 7a), b) and c¢) show a 1-hop WidE Figure 7d), e) and f) shows a multi-hop UHF
net, and Figure 7g), h) and i) a 1-hop VHF net.uFeg7a), d) and g) show the average channel
occupation for Key Agreement when the whole kewg igedistributed. Figure 7b), e) and h) show the
average channel occupation for Key Agreement whdn the modified blind keys are distributed.
Figure 7c), f) and i) show the average channel paton for Key Distribution.

The figures show that under the assumption thatB/dKould not take up more than 1-2% of the total
channel capacity, the acceptable repetition frequelepend on network type as well as group size
and mode of operation.

Table 3 summarizes the results. It indicates tleaibdically repetitions is a viable approach in UHF
networks — especially for Key distribution mode dfiod Key agreement when only the updated
blinded keys are repeated. In VHF networks it sthidne used with great caution.

Table 3 Estimated minimum time between re-distributionsin order not to exceed 1-2% of the bandwidth

Operation mode
KAM | Opt KAM KDC
1-hop 20s 2s 1s
UHF
Multi-hop 120s 20s 10s
VHE 1-hop 1200s 120s 120s

KAM = Key agreement - re-distribute whole key tree
Opt KAM = Key agreement - re-distribute only updated blind keys
KDC = Keydistribution - re-distribute group key and new aux keys

We have assumed an ideal situation where the FEDIé&sto correct all errors at the IP-level. In a
realistic scenario errors will still occur after EElecoding. When the IP-packet is reassembled and
contains errors it will be dropped. A retransminsid the same packet may contain another error and
the packet may be dropped again. Assembling cofEE-blocks from different transmission can
diminish this problem.
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Figure 7 Average channel occupation for different types of radio netsand varying conditions
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6.1.3 Allow Key overlap

Allowing the new key to co-exist with the previooise during a transition period and putting the new
key into use after the message has been repeatechizer of times will thus also reduce the risk of
disruption and contribute to a smoother key chargeleast in Key Distribution this is a viable
approach.

6.1.4 Skip LeaveConfirm

The LeaveConfirm message appears to be superflddwesleaving node will be able to detect its
successful leave request as the KDC or TM multictst next UpdateDistribute message, in which it
finds no new keys for itself. Nodes that intendetave may also have left the network before thedea
confirm has been received. We therefore suggedteageConfirm message is skipped as illustrated
in Figure 8.

USERnNn KDC Group USERN KDC Group

Leave request Leave request

Unicast Unicast

) Leave confirm
Unicast | e————

Multicast | UpdateDistribute Multicast |UpdateDistribute
-

(Passi\:‘L — T

Confir
Leave

. Leave
Current version

Proposed optimized version

Figure 8 Proposed simplification of the leave pcoto

Alternatively the LeaveConfirm message can be wsethe second message in the proposed three-
way handshake.

6.1.5 Introduce backup KDC/TM

A backup KDC/TM can to some extent reduce the nobbf the central entity as a single point of
failure. This is a matter of configuration rathbam an optimization of the MIKE scheme. If the
backup/hot standby is not co-located with the ourdl€DC/TM, it would be beneficial if their
synchronization could be handled out of band ofiireless network.

The Key Agreement mode already includes a schemeléating a new TM when the current fails.
But the election procedure includes a bandwidttsaoning ring communication. Bandwidth can be
saved by simply using the previous TM as a bacKupe current TM fails, the previous takes over.
Only if this one also fails, the TM election scheim@sed.

6.1.6 Distribute CRL only tothe KDC

A PKI based scheme will usually require distribatiof revocation information to all participants in
the network. Both distribution of Certificate Rewation Lists (CRL) and on-line certificate validatio
have proved to be bandwidth demanding in ad-howorés. In the Key Distribution mode, the KDC
controls which nodes remain included in the netwditke CRL could therefore only be distributed
(unicast) to the KDC. A drawback is that if thetdarate of the KDC has been revoked, the nodek wil
not be made aware of this. However, compromisehef KDC compromises the system security
anyway.
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6.1.7 Change group key only on gects

The risk of disruption due to key changes causeddirys and Leaves can be diminished by changing
the group key only when nodes need to be expetiddey Distribution mode. The requirement for
forward secrecy is still fulfilled.

6.1.8 Collapse TMdistribute and UpdateDistribute

After the three-way handshake, both the currentdrd the new node are able to calculate the new
group key as well as the blind keys on the patlwéet the new node and the root. In the existing
version of the protocol, the current TM multicasite unaltered blind keys in the TMDistribute
message. Then the new TM takes over and distriltlieesew blind keys in the UpdateDistribute. We
suggest that these two messages are collapseldsigatked in Figure 9 in order to save bandwidth.
What is lost with this optimization is the new TMsBnultaneous confirmation that it has accepted the
role as new TM. But this is confirmed when the nemer answers the next join or leave request. The
old TM holds the status as backup TM until it haaesnew TM answer the next request.

USERn ™ Group USERnN ™ Group
Join Request _Join Request .
3- way — Multicast 3- way [ Multicast
handshake - | | JoinDistribute R handshake — | | JoinDistribute Unicast
mutual — | mutual
authentication | | JoinConfirm authentication | | JoinConfirm
T Unicast i /Unicast
Appoint i : Appoint new 5 :
row M | TM Distribute | Multicast T™ and ™ D|str|bu'_ce& Multicast
: distribute UpdateDistibute
New TM new group New TM
key
Distribute new | UpdateDistibute Join
group key Multicast

Proposed optimized
Join version
Current version

Figure 9 Proposed Key Agreement optimization: collapse the p3TM Distribute and p3UpdateDistribute
messages

6.1.9 Add TM willingness

The role as TM should be left to the more powenbugtected, and well connected nodes as its tasks
are resource consuming and demand good connecilivig/therefore suggested that TM willingness
is included in the three-way handshake. The curféhtremains TM when a less willing node joins
the network.

6.1.10 Do not retransmit entire key tree on Join and L eave

An optimization pointed out by T. Aurisch, is thHatthe current MIKE implementation the full key
tree is transmitted. But only the changes neectoansmitted to the old nodes. The effect of this
be seen in Figure 7b), e) and h).
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6.2 Other optimizations. Unbalanced key trees and batched rekeying

Reference [6] describes two possible optimizatieahhiques; unbalanced key trees and batched
rekeying.

Nodes or clusters of nodes that are likely to beoked can be placed closer to the root in the
unbalanced key tree. This reduces the number of #eat needs to be updated. In batched rekeying,
member joins and leaves are collected over som®diaf time before rekeying. This saves
bandwidth and computational cost compared to iddizi rekeying after each member Join or Leave
request. Batched rekeying is a compromise betwedioqmance and security. It is motivated by the
assumption that especially within a military enwineent; membership operations come in bursts. And
consequently batched rekeying is beneficial.

These techniques are designed to increase theeatficof the key tree rather than to improve the ke
update process [7]. But unbalanced key trees atchéd rekeying also help saving bandwidth.
Batched rekeying reduces the number of messagesb&hefit comes at the price of delayed member
Joins and Leaves, though. In the preparatory ploasang network formation, this is probably
acceptable. At later stages during the operatiés riiot. The users should not experience disruption
Re-join delays of more than a few seconds (or lass)not tolerable. When a friendly force moves
into the shooting range of another group, it mustrtsreceiving and sending position data
immediately.

Unbalanced key trees are beneficial for sieeof the UpdateDistribute message. It does not reduc
thenumber ofmessages to be sent. The root key must stilpated. Furthermore, it can be hard to
decide which nodes are the most likely ones toxpeled. Consequently, this optimization is only to
some extent beneficial in our scenario.
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7. Concluding remarks

The Key Agreement mode of operations has been peapfor tactical use and Key Distribution mode
for strategic networks. However, for bandwidth agnption and robustness we believe that Key
Distribution is a better solution also for tacticedtworks. MIKE is designed for networks with good
connectivity.

Main challenges for the use of MIKE Key Agreemerd® in tactical mobile ad hoc networks are the
requirement for a key change every time a nodesJomLeaves the group and its bandwidth

consumption and delay. The forced key update onpahanges leaves the Key Agreement mode
vulnerable to varying connectivity. This is a pratl especially for weakly connected radio nodes on
the edges of the network. Nodes can be excludadetally by a single packet loss. Packet losses,
due to varying connectivity as well as hidden amgosed nodes, are expected in our scenario.
Optimizations such as repeated messages and seamdinghe strictly necessary keys diminish the

problems only to some degree.

A remaining challenge for both modes of operatothe dependency on reliable multicast. Measures
such as FEC, timeouts and periodically repetitibthe latest UpdateDistribute message only to some
extent reduce the problem.

A major disadvantage of all centralized key manag@nmechanisms such as the Key Distribution
mode is the existence of a single point of faili@le A way to remedy this is to pick a KDC (and TM)
that has good connectivity and consider back-uptienis. The KDC needs more protection compared
to the TM as the TM does not learn all keys.

The change of operational mode is a topic for rtstudy. Whereas the idea of dynamic change
between Key Agreement and Key Distribution mode giceé versa is interesting, we are not sure
whether this provides clear benefits of a manuahge. Detailed protocol specifications and a formal
security analysis are also topics for further work.

A major benefit of MIKE compared to a traditionaPR w/KDC scheme is its possibility to
dynamically include new group members. But as Tab#hows, MIKE is not clearly superior to the
traditional symmetric scheme.
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APPENDIX A M essage formats assumed in the calculations

The MIKE protocol messages are only outlined indkisting literature. References [6], [13] and][14
give an overview of parameters such as IDs, segueambers, nonces, public Diffie-Hellman values
and signatures that shall be included in the varimessages. But the sizes of these fields and othe
necessary protocol parameters are not detailedurdber of assumptions were therefore made for the
calculations in this report. One option was of seuto reverse engineer the current implementation.
Instead a theoretical approach was chosen undeiashemption that a qualified discussion on
necessary contents and message sizes could bemmeve valuable contribution to the specification
of MIKE. We have therefore made an effort to decidessary fields and proper sizes from a
theoretical point of view. This section provides tiesults and explains the protocol details usedan
estimates.

Figure 10 outlines the assumed message formats MK& Join operation. MIKE messages are
encapsulated in UDP over IPv6. The MIKE messagdfitonsists of a header and a message body.
The MIKE header is needed in order to identify tyyge of MIKE message and information such as
the length of the message body. We have assumetk® avill suffice. The size of the message body
Is variable and depends on the type of the messad)&ey sizes. Figure 10 details the contenthef t
Key Distribution and Key agreement MIKE Join praibanessages inFigure 2 and Figure 4,
respectively. We assume MIKE uses IPv6 addressateastfiers, but the protocol format also allow
use of other identifiers.

a) [ 1pvé hdr [ upP hdr| MIKE hdr | MIKE message body |
40 8 8 Variable octets
b) Join Request [ o | sa [ nonce, | DH, [ sign. [ certificate, | Multicast
octets: 16 64 4 64 64 256
c) Join Distribute | IDxpe/mv | SA | NonceKDC/wlDHKDC/TMl 1D, | Signkoc/tv | Certificate koc/m Unicast
octets: 16 64 4 64 16 64 256
d) Join Confirm m Unicast
octets: 16 64
e) Distribute | IDyoc | SA | Seq | 1D, | v | Keytable | Signgoc Unicast
(Key distribution) octets: 16 64 4 16 16 x* KDC key entry 64
size
f) TM Distribute | IDtm | SA | Seq | IDnewtm | Keytable | Signtm | Multicast
(Key agreement) octets: 16 64 4 16  y*KAMkey 64
entry size
g) Update Distribute | IDypc | SA | Seq | KeyRef | v | Keytable | Signkoc | Multicast
octets: 16 64 4 4 16 z* KDC key entry 64
(Key distribution) size
h) Update Distribute | IDtm | SA | Seq | Key Tree | Keytable | Signtm | Certificate tm |Multicast
octets: 16 64 4 N*20 u* KAMkey entry 64 256
(Key agreement) size

Figure 10 MIKE encapsulation and message formatsused in a Join operation

Join Request: Figure 10 b) shows the assumed Join Request foirhat.D, field equals the 1Pv6
address of the joining node n. The Security Assiatig SA) field must at least contain a source and
destination IPv6 address (32 bytes) plus net maskagher SA management info. The nonce field
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must be large enough to avoid collision (or wrapdad in case a random nonce is replaced with a
sequence number). The size of the public Diffielidah value of n depends on the assumed DH
scheme and the size of the generator. It is hemenzed that ECDH with a group size of 256 bits is
used — resulting in 512 bits = 64 octets is neddeidlentify the point on the elliptic curve. It is
furthermore assumed an ECDSA signature scheme Stithbits signatures is used. If the elliptic
curve based scheme were replaced with for instR$#% signatures, the same level of security would
demand significantly longer signatures.

The certificate of the joining node was also inelddThe certificate is required in order to endbke
receiver of the message to verify the signature auttlenticate the sender. That is, the secufity o
MIKE depends on the certificate. The certificatess@nly need for the mutual authentication durimg i
the three-way handshake. They only need to be egehbetween the joining node and the
KDC/TM. The current implementation of MIKE assunthat certificates are distributed via another
protocol. However, as it is a necessary prereguigir the verification of this message and its
distribution over the air consumes bandwidth, wenfbit reasonable to include it in the message.

Apart from the certificate field, the other fieltsat are included comply with the fields descrilired
[6] and [14]. It could be argued that the ID of fleing node (IQ) could be left out as the IPv6
address of the joining node is also included inlthés header’s source field. However, including the
ID field also in the MIKE message body renders MIKBependent of identifiers at the lower layers
of the protocol stack.

Join Distribute: Figure 10 c) illustrates the format of the JointBimite message sent from the KDC
or TM to the joining node in response to the JodmiRest message.

IDkpc/rv €quals the IPv6 address of the KDC or Transactiandder (TM). SA specifies the security
association to which this message applies. Theenand public Diffie-Hellman values returned from
the KDC or TM are parallel to those sent in thevimes message from the joining node.

The message format is in accordance with the gpatith in [6] with the addition of the certificatd
the KDC/TM and the identity IPof the joining node that the message is intended Ttne certificate

is needed by the joining node in order to verify fignature of this (and subsequent) message(s) fro
the KDC/TM.

The ID of the joining node is not strictly necegsar has been added for completeness. The receiver
is able to verify that the message is the resptmés Join Request even if the i3 omitted. This is

as the signature of the Join Distribute messageiatdudes the nonce (Nongef the joining node.

In addition to the nonce from the joining node, signature in Sigecrv covers the following fields

of the Join Distribute message:H2mv, SA, Noncepc/rm, DHkperm and 1D,

For simplicity, it has been assumed that all degtes have the same size (256 octets). This roay n
always be the case. The KDC — knowing all keyshefdystem — is a more powerful entity than the
others. Longer keys and certificates - may beireddor such instances.

Join Confirm: is shown in Figure 10 d). In this step the joiningde completes the mutual
authentication/ three-way handshake by returnisgaature Sighthat covers its own ID (If), SA,

the nonces exchanged in the first two messagesc@\N@md Noncgycrvm) plus the public Diffie
Hellman value(DRpcrm)received the JoinDistribute message. This is dooedance with the
description in [6]. In addition we have added tReof the joining node to the Join Confirm message.
This makes the Join Confirm message independemt iggmtifiers from other layers of the protocol
stack. The receiving KDC/TM may potentially handbere three-way handshakes at the same time.
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Including the ID of the joining node makes it edey the KDC/TM to find out which handshake
process this JoinConfirm relates to.

Distribute (Key Distribution mode): Figure 10 e) outlines the Distribute message usdtie Key
Distribution mode of operation. B¢ is the IPv6 address of the KDC. SA specifies theusty
association this message applies to. Seq is asegumeimber type of nonce used by the KDC in order
to enable the recipients to detect replays. Theceysequence number field must be chosen large
enough to prevent that it wraps around before #yei& changed. If the group key changes very often
the Seq field can be smaller. The ID of the joiningle (IQ) has been included for the same reason as
in previous messages; to decouple the MIKE prottrooh lower layers’ identifiers.

The Keytable and the fields prior to the IV fielfl tbe Distribute message are encrypted with the
symmetric key that was established during the ®iffellman key exchange in the three-way
handshake. We assume an encryption algorithm asigkES and an encryption mode that demands
an initialization vector (IV) are used. An 1V field therefore introduced. The Keytable entrieg s@n
the joining node include the group key and necgsaaxiliary keys. The calculations assume each key
entry consists of a Key Reference (4 octets) aadkdy value (32octets).

The number of auxiliary keys depends on the haijlthe key tree. Assuming a binary key tree, the
number of keys to be transferred;ceil (log,(N)) whereN represents the number of nodes in the
group (Users/leaves in the key tree).

The signature field is assumed to cover all fiefd¢he Distribute message (apart from the signature
field itself).

The ID, and IV fields are new compared to existing literat

TM Distribute (Key Agreement mode): Figure 10 f) shows the format of the TM Distributessage
used in Key agreement mode of operation.rylBquals the IPv6 address of the current TM. SA
specifies the security association this messagéeapp. Seq is a sequence number used to enable
detection of replays. (We assume when a new nddss taver as TM, it continues incrementing the
sequence number used by the previous TM). The ndwsannounced in the TM Distribute message.
The IDyewtwm field is therefore introduced.

We assume that the TM Distribute message is sigoedot encrypted. The Sigpnfield contains the
signature calculated over all the message fieldsgbthe signature field. The Keytable field comsai
blinded keys. Each entry in the key table consi$tthe blinded key and its position. All unaltered
blind keys, i.e., all blind keyexceptthose on the path from the newcomer to the raettransferred

in the TM Distribute message. Each intermediateenaodhe key tree contains two blinded keys. The
number of key entries that must be transferredriarly tree withN leaf nodes (users) therefore equals
y=3N-2*ceil(logx(N))-3. See APPENDIX B.

Update Distribute (Key Distribution mode): is illustrated in Figure 10 g). U3c equals the IPv6
address of the KDC. SA specifies the security daation to which this message applies. The
incrementing sequence number Seq enable the retspgedetect replays of the message.

We assume each entry in the Key table includesyaré&terence plus the key value. The key ref
enables seamless key updates and makes it unngcksstne users to know their places in the key
tree. The keys in the Keytable are encrypted withrtew symmetric key established during the three-
way handshake or the previous group or auxiliaryskelhe key ref for the key encryption key
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identifies the key that is needed to decrypt a ifipeentry in the Keytable. We also assume that an
encryption mode that requires an initializationtee¢|V).

The report assumes that the Update Distribute rgessantains the new group key encrypted with the
previous group key plus new auxiliary keys encrgiptéth the previous auxiliary keys. The number of
keys in the Update Distribute thus equedseil (logN) whereN is the number of users/leaves in the
key tree.

Update Distribute (Key Agreement mode): is illustrated in Figure 10 h). K} equals the IPv6
address of the TM. SA specifies the security assioci to which this message applies. The
incrementing sequence number Seq enable the retspgedetect replays of the message.

The KeyTree field describes the key tree. It inelkidhe position of each user/leaf node. Each leaf
node is defined by position (row, position) and@rRudress.

In Key Agreement mode the keys are identified Wirtposition in the key tree. The Key table field
contains key entries consisting of the blind keuspthe position. Update Distribute message is
assumed to carry the blind keys on the path frandming node to the root of the tree. The number
of keys isz=2*ceil (logxN)-1. If the total tree is distributed in the UpdateDltatite, the total number of
blinded keys equalSN-4 See APPENDIX B.

The certificate of the new TM is also included. 98 as the TM changes, and the receivers of the
Update Distribute need this certificate to verifie tsignature of the message. The certificate ®f th
joining node is distributed to all in the JoinRegjueulticast message. Under the assumption tkat th
joining node always becomes the new TM, it need betincluded also in the Update Distribute
message. However, the inclusion makes the protaoot robust to packet losses. Nodes that did not
hear the JoinRequest message will still be ableetidy the Update Distribute message from the new
TM. Furthermore, the inclusion of the certificateld also needed in situations where other nodas th
the newcomer shall take over the TM role.

Other assumptions

The KDC/TM was assumed to be located within theofi-hange of the joining node. That is, the
calculations do not include channel occupation edusy forwarding of unicast messages between the
joining node and the KDC/TM. The calculations foamsthe channel occupation as seen from the 1-
hop neighborhood of the joining node.
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APPENDI X B The number of blinded keysin Key Agreement mode

Figure 11 shows a key tree used in Key Agreemerttemdhe User leaf at the bottom right has just
joined the tree. The information transferred in TdDistribute message originate from the nodes
shown in yellow (intermediate nodes) and grey (ls&fs), whereas the information transferred in the
UpdateDistribute originates from the nodes showinlire.

TMDistribute ko 0
_—/—‘\‘\_
UpdateDistribute T T

— -\\-_

User Leafs bk1'D bk1 4

- . 7 .
Bka g bikg 4 bk bka 5
bks g bk bks 2 bks3 Dk 4 bks 5 Dk g bksz

New leaf

Figure 11 Key treefor Key Agreement mode

Note that
1.No information related to the root is transferr€de root key is derived from the blind keys of

the next level.
2.Each of the intermediate nodes (Yellow and Blaguires two blinded keys
3.The user leafs (Grey and Blue) have only one biridzy

For a general binary tree with N user leafs wetsae
I) TMDistribute: includes all unaltered blind keys.e.iall except those on the path from the

joining node to the root.
a. The total number of nodes in the key treiN:1
b. Excluding the root, the number of nodes in the tkeg is:2N-2

c. The total number of nodes at the intermediate |éxatluding the root and leaves ) is:
2N-2-N= N-2

d. The number of intermediate nodes along the path fre new leaf is:
ceiling(logp(N))-1
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e. The number of intermediate nodes affected by TMibiste (those not on the path
from the new leaf to the root):
¢ - d =N-2-(ceiling(log(N))-1) = N-ceiling(log(N))-1

f.  The number of blind keys from each intermediateen2
g. The number of blind keys at each user l&af:

h. Number of blind keys distributed in the TMDistrieunessage:
1*(affected user leaf) + 2*(affected intermediatedes) =
1*(N-1)+2*( N-ceiling(log: (N))-1) = 3N-2ceiling(log, (N))-3

II) Update Distribute: includes blinded keys on thendadm the joining leaf to the root

a. The number of intermediate nodes along the path fhe new leaf is:
ceiling(log(N))-1

b. Each intermediate node contains two blinded kelie. fumber of blinded keys at the
intermediate nodes is therefore @tiling(log(N))-1)

c. The new user leaf contributes with one blinded key

d. The total number of blinded keys in the Update filiste message is therefore:
2* (ceiling(logp(N))-1)+1=2* ceiling(log(N))-1

) Total number of blinded keys in the key tree (tmalver of keys transferred in the TM
Distribute + Update Distribute )):

a. Number of intermediate nodes: N-2 (excludes theand the leaf level) — each
containing 2 blinded keys

b. Number of leaf hodes: N — each containing 1 blieg k

c. Total number of blinded keys in the key tree (adnlyithe root node):
2*(N-2)+1*N=3N-4
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APPENDI X C Constants

Parameter Size (octets)
IPv6 address 16
IPv6 header 40
UDP header 8
MAC header (UHF) 34
MAC header (VHF) 30
MTU (IP layer) 1280
VHF MAC MTU 600
MIKE message header 8
Nonce 4
ID 16
SA 64
Certificate 256
Public DH 64
Sign 64
[\ 16
Key Ref 4
Symmetrical key 32
Blind Key + position(3) 67
Seq number 4
Parameter seconds
UHF channel access 5,52E-04
VHF channel access 1,25E-01
Parameter bit/s
UHF Broadcast rate 1,00E+06
VHF Broadcast rate 2,00E+04
FEC overhead 20 %
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APPENDI X D Outline of different variants of the MIKE Join Protocol
MIKE is documented through a number of publicatif8}§7][8][10][13][14]. The specification of the

protocols varies slightly in the different pub

licats. Figure 12 illustrates the diversity. The

assessment assumes that the latest - Figure 12dpples. The p2Distribute, also called
P2UpdateDistribute, and the p3TMConfirm are supetfs, and are omitted in this newest version.

Transaction Manager
groupy rou| Uy
{aroup) Necessary?
PiJoinRequest P2Distribute?
P1JoinDistribute
P1JoinConfirm
P2UpdateDistribute
—] | JON
delay
Transaction ‘\ -~
Manager 7 blocking time
(aroupi ) e A
S o/
P3UpdateDistribute N \ PGTMDistrilbuye +
\P3UpdateDistribute delay | [~ P3UpdateDistribute
< / delay
§

a) From: "Practical Efficiency Analysis Of A Dual
Mode Group Key Management” 2008
u(j) u(i) u(k)
p1JoinRequest -
'Yy
p1JoinDistribute Necessa ry?
p1JoinConfirm
p2Distribute Eoin
tcol L
p3TMDistribute
t Lock K
1 { )
v Update
p3UpdateDistribute )
k
/ \ it Update

c) From:
Dual Mode Group Key Management” 2007

“Practical Efficiency Analysis of a Tree-based d) From:

Necessary?

TM(u,) Ug

p1JoinDistribute
p1JoinConfirm
p3TMConfirm

Ty

p3UpdateDistribute

Grp

b) From: "Optimization Techniques For Military

Multicast Key Management” 2005

(

u(j) u(i)

plloinRequesl
p1JoinDistribute
p1JoinConfirm

p3TMDistribute

"

[~

”System Specification of the
IDP MIKE System” 2010

p3UpdateDistribute

Figure 12 Protocol specification for Join in the Key Agreement modein [8], [7], [13] and [14]
Figure 12 a) includes a P2UpdateDistribute mesdggadds an extra p3TMConfirm message, but no

P2Update, c) includes a p2Distribute, but no
p2Distribute and p3TMConfirm.

p3ThICm, d) [14] is the latest and omits both
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